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### **Introduction**

The increasing integration of AI in higher education necessitates nuanced discussions, to move us beyond simplistic utopian / dystopian narratives (Bearman, Ryan & Ajjawi, 2022; Hermann, 2023). Dang & Liu (2021) found people can hold both negative and positive views towards AI (e.g. as a threat to jobs, or as increasing convenience that will free us from mundane work). These binary views significantly influence perceptions, design, and development of AI, often overlooking crucial social contexts. The assumption that technology offers easy solutions (Andrews, 2015), coupled with a sense of technological inevitability, ignores critical concerns about ‘s do dehumanization (Reid, 2014), loss of agency, and the potential for exacerbated inequalities (Blythe et al., 2016). By creatively imagining future uses of AI (Selwyn, 2020; Houlden & Veletsianos, 2023; Cox, 2021), we can gain critical insights into the present, creating proactive engagement with the practice and politics of digital technologies in higher education, rather than passive acceptance.

### **Aims for the session**

This workshop aims to explore future, imaginative AI applications. We will use a participatory approach that incorporates creative writing prompts. You will begin by writing your own story, followed by a collaborative sharing within small groups to envision ideal uses. Our goal is to move beyond common technological narratives and deepen our understanding of AI's potential. In the workshop we will use the relatable example of AI agents. AI agents are systems designed to make independent decisions on our behalf (Maedche et al., 2019). These systems have the potential to enhance productivity and allow for more meaningful work (Khaokaew et al., 2022). The workshop proposes that fiction offers a unique, detached environment to examine underlying perceptions of this emerging technology. The benefits of engaging with a subject imaginatively through fiction allows for the exploration of hidden narratives, values, and assumptions that may not surface in traditional discussion-based participant engagement.

### **Expected outcomes**

Participating in this workshop offers you a distinctive opportunity to gain a deeper understanding of your own perspectives on AI, especially the ethical and practical implications. By using fiction to surface often-unspoken concerns, you will learn from the experiences of others and can share your insights. Prior workshops (Dixon & Cox, 2025) revealed a broad optimism about AI, with minor changes to work anticipated, and trust being a key factor in technology acceptance. This workshop will build on that work by developing an understanding of our evolving values associated with these increasingly available new technologies.

### **Plan for engagement**

The workshop will include a brief overview of the research and an explanation of the fictional prompt activity. Participants will engage in several short writing exercises, followed by sharing their reflections in a facilitated group discussion. We will conclude by exploring the usefulness of fiction in this context. Consent will be sought to analyse the anonymised written responses for a future research article. The findings will contribute to understanding the perceptions and limitations of AI agents, empowering stakeholders to adopt a purpose-driven rather than technology-first attitude to technology implementation.

**Keywords:** AI, AI Agents, Digital learning, Creative writing

### **References**

Andrews, G. (2015). To boldly go where no learner has gone before: Independent inquiry, educational technology, and society in science fiction. E-Learning and Digital Media, 12(3-4), 343-360.

Bearman, M., Ryan, J., & Ajjawi, R. (2023). Discourses of artificial intelligence in higher education: A critical literature review. Higher Education, 86, 369–385. https://doi.org/10.1007/s10734-022-00937-2

Blythe, M., Andersen, K., Clarke, R., & Wright, P. (2016). Anti-solutionist strategies: Seriously silly design fiction. In Conference on Human Factors in Computing Systems - Proceedings (pp. 4968–4978). Association for Computing Machinery.

Cox, A.M. (2021). Exploring the impact of Artificial Intelligence and robots on higher education through literature-based design fictions. International Journal of Educational Technology in Higher Education, 18(1), 3.

Dang, J. & Liu, L., 2021. Robots are friends as well as foes: Ambivalent attitudes toward mindful and mindless AI robots in the United States and China. Computers in Human Behavior,115, p.106612.

Dixon, N., & Cox, A. (2025). Fiction writing workshops to explore staff perceptions of artificial intelligence (AI) in higher education. AI & SOCIETY, 1-16.

Hermann, B. (2023). Artificial intelligence in fiction: between narratives and metaphors. AI & SOCIETY, 38(2), 319–329. https://doi.org/10.1007/s00146-021-01299-6

Houlden, S., & Veletsianos, G. (2023). Impossible dreaming: On speculative education fiction and hopeful learning futures. Postdigital Science and Education, 5, 605–622. https://doi.org/10.1007/s42438-022-00348-7

Khaokaew, Y., Holcombe-James, I., Rahaman, M.S., Liono, J., Trippas, J.R., Spina, D., Belkin, N.J., Bailey, P., Bennett, P.N., Ren, Y., Sanderson, M., Scholer, F., White, R.W., & Salim, F.D. (2022). Imagining Future Digital Assistants at Work: A Study of Task Management Needs. International Journal of Human-Computer Studies, 168, 102905.

Maedche, A., Legner, C., Benlian, A., Berger, B., Gimpel, H., Hess, T., Hinz, O., Morana, S., & Söllner, M. (2019). AI-based digital assistants. Business & Information Systems Engineering, 61(4), 535-544.

Reid, P. (2014). Categories for barriers to adoption of instructional technologies. Education and Information Technologies, 19(2), 383–407.

Selwyn, N., Pangrazio, L., Nemorin, S., & Perrotta, C. (2020). What might the school of 2030 be like? An exercise in social science fiction. Learning, Media and Technology, 45(1), 90-106.